Guidelines for B.Sc. (H) Computer Science Semester IV (NEP UGCF 2022)

Design and Analysis of Algorithms

S. No.

Topics

Contents

Reference

Hours

Unit 1% - Searching, Sorting,
Selection

Ch2-21,22
Ch6-6.4
Chg8-8.1,8.2,83
Ch9-9.1

[1]

Unit 2 - Graphs

Ch3

(2]

Unit 3 - Divide and Conquer

Ch2-23
Ch4-42
Ch7-7.1,7.2,7.4 (upto 7.4.1)

[1]

Unit 4 - Greedy algorithms

Ch15-152

Ch 4 - 4.1 (upto page 121,
excluding Extensions), 4.5 (only
Prim’s Algorithm and related
theorems/sub-sections to be
discussed)

[1]
(2]

Unit 5 - Dynamic Programming

Ch6-6.1,6.2,6.4

(2]

Unit 6 - Hash Functions,
Collision resolution schemes

Ch 11 - 11.2 (except Independent
Uniform Hashing and Analysis of
Hashing with chaining), 11.3
(upto and including multiplication
method), 11.4 (except Analysis of
open-address hashing)

[1]

# - Linear search, binary search, bubble sort and selection sort are to be covered from the
appendix attached at the end of the guidelines.

References
Cormen, T.H., Leiserson, C.E., Rivest, R. L., Stein C. Introduction to Algorithms, 4th
edition, Prentice Hall of India, 2022.

2. Kleinberg, J., Tardos, E. Algorithm Design, 1% edition, Pearson, 2013.

1.

Additional References
Basse, S., Gelder, A. V., Computer Algorithms: Introduction to Design and Analysis,

L.

3" edition, Pearson, 1999.




Practical List

1) Write a program to sort the elements of an array using Insertion Sort (The program
should report the number of comparisons).

2) Write a program to sort the elements of an array using Merge Sort (The program
should report the number of comparisons).

3) Write a program to sort the elements of an array using Heap Sort (The program
should report the number of comparisons).

4) Write a program to sort the elements of an array using Quick Sort (The program
should report the number of comparisons).

5) Write a program to multiply two matrices using the Strassen’s algorithm for matrix
multiplication.

6) Write a program to sort the elements of an array using Count Sort.

7) Display the data stored in a given graph using the Breadth-First Search algorithm.

8) Display the data stored in a given graph using the Depth-First Search algorithm.

9) Write a program to determine a minimum spanning tree of a graph using the Prim’s
algorithm.

10) Write a program to solve the 0-1 knapsack problem.

For the algorithms at S. no 1 to 4, test run the algorithm on 100 different input sizes varying
from 30 to 1000. For each size find the number of comparisons averaged on 10 different input
instances; plot a graph for the average number of comparisons against each input size. Compare
it with a graph of n logn.



APPENDIX
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© Cengage Learning 2013

he efficiency of data handling can often be substantially increased if the

data are sorted according to some criteria of order. For example, it would

be practically impossible to find a name in the telephone directory if the
names were not alphabetically ordered. The same can be said about dictionaries,
book indexes, payrolls, bank accounts, student lists, and other alphabetically orga-
nized materials. The convenience of using sorted data is unquestionable and must
be addressed in computer science as well. Although a computer can grapple with an
unordered telephone book more easily and quickly than a human can, it is extremely
inefficient to have the computer process such an unordered data set. It is often neces-
sary to sort data before processing.

The first step is to choose the criteria that will be used to order data. This choice
will vary from application to application and must be defined by the user. Very often,
the sorting criteria are natural, as in the case of numbers. A set of numbers can be
sorted in ascending or descending order. The set of five positive integers (5, 8, 1, 2, 20)
can be sorted in ascending order resulting in the set (1, 2, 5, 8, 20) or in descending
order resulting in the set (20, 8, 5, 2, 1). Names in the phone book are ordered alpha-
betically by last name, which is the natural order. For alphabetic and nonalphabetic
characters, the American Standard Code for Information Interchange (ASCII) code
is commonly used, although other choices such as Extended Binary Coded Decimal
Interchange Code (EBCDIC) are possible. Once a criterion is selected, the second
step is how to put a set of data in order using that criterion.

The final ordering of data can be obtained in a variety of ways, and only some
of them can be considered meaningful and efficient. To decide which method is best,
certain criteria of efficiency have to be established and a method for quantitatively
comparing different algorithms must be chosen.

To make the comparison machine-independent, certain critical properties of
sorting algorithms should be defined when comparing alternative methods. Two
such properties are the number of comparisons and the number of data movements.
The choice of these two properties should not be surprising. To sort a set of data, the
data have to be compared and moved as necessary; the efficiency of these two opera-
tions depends on the size of the data set.

491
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492 W Chapter 9 Sorting

Because determining the precise number of comparisons is not always necessary
or possible, an approximate value can be computed. For this reason, the number
of comparisons and movements is approximated with big-O notation by giving the
order of magnitude of these numbers. But the order of magnitude can vary depend-
ing on the initial ordering of data. How much time, for example, does the machine
spend on data ordering if the data are already ordered? Does it recognize this initial
ordering immediately or is it completely unaware of that fact? Hence, the efficiency
measure also indicates the “intelligence” of the algorithm. For this reason, the num-
ber of comparisons and movements is computed (if possible) for the following three
cases: best case (often, data already in order), worst case (it can be data in reverse
order), and average case (data in random order). Some sorting methods perform
the same operations regardless of the initial ordering of data. It is easy to measure
the performance of such algorithms, but the performance itself is usually not very
good. Many other methods are more flexible, and their performance measures for all
three cases differ.

The number of comparisons and the number of movements do not have to co-
incide. An algorithm can be very efficient on the former and perform poorly on the
latter, or vice versa. Therefore, practical reasons must aid in the choice of which algo-
rithm to use. For example, if only simple keys are compared, such as integers or char-
acters, then the comparisons are relatively fast and inexpensive. If strings or arrays of
numbers are compared, then the cost of comparisons goes up substantially, and the
weight of the comparison measure becomes more important. If, on the other hand,
the data items moved are large, such as structures, then the movement measure may
stand out as the determining factor in efficiency considerations. All theoretically es-
tablished measures have to be used with discretion, and theoretical considerations
should be balanced with practical applications. After all, the practical applications
serve as a rubber stamp for theory decisions.

Sorting algorithms are of different levels of complexity. A simple method can
be only 20 percent less efficient than a more elaborate one. If sorting is used in the
program once in a while and only for small sets of data, then using a sophisticated
and slightly more efficient algorithm may not be desirable; the same operation can be
performed using a simpler method and simpler code. But if thousands of items are to
be sorted, then a gain of 20 percent must not be neglected. Simple algorithms often
perform better with a small amount of data than their more complex counterparts
whose effectiveness may become obvious only when data samples become very large.

m ELEMENTARY SORTING ALGORITHMS

9.1.1 Insertion Sort

An insertion sort starts by considering the two first elements of the array data, which
are data [0] and data [1]. If they are out of order, an interchange takes place.
Then, the third element, data [2], is considered. If data [2] is less than data [0]
and data[1], these two elements are shifted by one position; data [0] is placed
at position 1, data [1] at position 2, and data [2] at position 0. If data [2] is less
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Section 9.1 Elementary Sorting Algorithms W 493

than data [1] and not less than data[0], then only data [1] is moved to posi-
tion 2 and its place is taken by data [2].If, finally, data [2] is not less than both its
predecessors, it stays in its current position. Each element data [i] is inserted into
its proper location j such that 0 = j = i, and all elements greater than data [1] are
moved by one position.

An outline of the insertion sort algorithm is as follows:

insertionsort (datal],n)
for i = 1ton-1
move all elements datalj]l greaterthan datalil by one position;
place datalil in its proper position;

Note that sorting is restricted only to a fraction of the array in each iteration, and
only in the last pass is the whole array considered. Figure 9.1 shows what changes are
made to the array [52 3 8 1] when insertionsort () executes.

FIGURE 9.1 The array [5 2 3 8 1] sorted by insertion sort.

i 1 2 3 4 5
j 1 0 2 1 3 4 3 2 1 0

e 2o——— Sy Ea L
05 \\\‘ 5 2————__;\\\\‘ 2 2 2 2 2 \\\> 2 1
1]2 5 5 \\\> 5 3 3 3 3 \\\* 3 2 2
2(3 3 3 5 5 5 5 \\\»5 3 3 3
318 8 8 8 8 8 \\\> 8 5 S 5 S
411 1 1 1 1 1 8 8 8 8 8

Because an array having only one element is already ordered, the algorithm starts
sorting from the second position, position 1. Then for each element tmp = datalil,
all elements greater than tmp are copied to the next position, and tmp is put in its proper
place.

An implementation of insertion sort is:

template<class T>
void insertionsort (T datal[], int n) {
for (int 1 = 1,3; i < n; i++) {
T tmp = datalil;
for (j = 1i; j > 0 && tmp < datalj-1]; j--)
datal[j] = datalj-1];
datal[j] = tmp;
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494 W Chapter 9 Sorting

An advantage of using insertion sort is that it sorts the array only when it is re-
ally necessary. If the array is already in order, no substantial moves are performed;
only the variable tmp is initialized, and the value stored in it is moved back to the
same position. The algorithm recognizes that part of the array is already sorted and
stops execution accordingly. But it recognizes only this, and the fact that elements
may already be in their proper positions is overlooked. Therefore, they can be moved
from these positions and then later moved back. This happens to numbers 2 and 3 in
the example in Figure 9.1. Another disadvantage is that if an item is being inserted,
all elements greater than the one being inserted have to be moved. Insertion is not lo-
calized and may require moving a significant number of elements. Considering that
an element can be moved from its final position only to be placed there again later,
the number of redundant moves can slow down execution substantially.

To find the number of movements and comparisons performed by insertion-
sort (), observe first that the outer £or loop always performs n — 1 iterations. How-
ever, the number of elements greater than data[i] to be moved by one position is
not always the same.

The best case is when the data are already in order. Only one comparison is
made for each position i, so there are n — 1 comparisons, which is O(n), and 2(n — 1)
moves, all of them redundant.

The worst case is when the data are in reverse order. In this case, for each i, the
item data[i] is less than every item data [0], ..., data[i-1], and each of them
is moved by one position. For each iteration i of the outer £or loop, there are i com-
parisons, and the total number of comparisons for all iterations of this loop is

n-l n(n—1)

i=1+2+- +(n—1) =

0] 2
2 5 (n*)

The number of times the assignment in the inner for loop is executed can be
computed using the same formula. The number of times tmp is loaded and unloaded
in the outer for loop is added to that, resulting in the total number of moves:

n(n—1 2+ 3n—4
g_{_z(n_l):L:

5 5 O(n?)

Only extreme cases have been taken into consideration. What happens if the
data are in random order? Is the sorting time closer to the time of the best case, O(n),
or to the worst case, O(n?)? Or is it somewhere in between? The answer is not im-
mediately evident, and requires certain introductory computations. The outer for
loop always executes n — 1 times, but it is also necessary to determine the number of
iterations for the inner loop.

For every iteration i of the outer £or loop, the number of comparisons depends
on how far away the item data [1] is from its proper position in the currently sorted
subarray data [0 ... 1i-1].Ifit is already in this position, only one test is performed
that compares data [1] and data [i-1]. Ifit is one position away from its proper
place, two comparisons are performed: data [i] is compared with data[i-1] and
then with data [1-2]. Generally, if it is j positions away from its proper location,
data[i] is compared with j + 1 other elements. This means that, in iteration i of the
outer for loop, there are either 1, 2, . .., or i comparisons.
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Section 9.1 Elementary Sorting Algorithms W 495

Under the assumption of equal probability of occupying array cells, the average
number of comparisons of data [i] with other elements during the iteration i of the
outer for loop can be computed by adding all the possible numbers of times such tests
are performed and dividing the sum by the number of such possibilities. The result is

12+ +i 5ili+1) i+1

i i 2

To obtain the average number of all comparisons, the computed figure has to be
added for all is (for all iterations of the outer for loop) from 1 to n — 1. The result is

i+1 1 T gn(n—1)

n—1
Z 2 2

n+n—2
4

(n—1) =

\
v
+
™M
ro |
|
[3S)

+
N | —

which is O(n?) and approximately one-half of the number of comparisons in the
worst case.

By similar reasoning, we can establish that, in iteration i of the outer for loop,
data[i] can be moved either 0, 1, ..., or i times; that is
(i+1) i

0+ 14 - +i
i i+1 2

times plus two unconditional movements (to tmp and from tmp). Hence, in all the
iterations of the outer for loop we have, on the average,

n—1 i ln—l n—1 %1’1(1’1 _ 1) 7’12 +7n — 8
—42)=i+ Do=———"+2(n-1)=——
O
movements, which is also O(n?).

This answers the question: is the number of movements and comparisons for
a randomly ordered array closer to the best or to the worst case? Unfortunately, it
is closer to the latter, which means that, on the average, when the size of an array is
doubled, the sorting effort quadruples.

9.1.2 Selection Sort

Selection sort is an attempt to localize the exchanges of array elements by finding a
misplaced element first and putting it in its final place. The element with the low-
est value is selected and exchanged with the element in the first position. Then, the

smallest value among the remaining elements data [1], ..., data [n-1] is found
and put in the second position. This selection and placement by finding, in each
pass i, the lowest value among the elements data[i], ..., data[n-1] and swap-

ping it with data [i] are continued until all elements are in their proper positions.
The following pseudocode reflects the simplicity of the algorithm:

selectionsort (datall,n)
for i = 0ton-2
select the smallest element among datal[il,..., datal[n-1];
swap it with datal[i];
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496 M Chapter 9 Sorting

It is rather obvious that n-2 should be the last value for i, because if all elements
but the last have been already considered and placed in their proper positions, then
the nth element (occupying position n-1) has to be the largest. An example is shown
in Figure 9.2. Here is a C++ implementation of selection sort:

template<class T>
void selectionsort (T datal[], int n) {

for (int i = 0,j,least; i < n-1; i++) {
for (j = i+1, least = i; j < n; j++)
if (datal[j] < datalleastl])
least = j;

swap (data[least] ,datal[il) ;

FIGURE 9.2 The array [5 2 3 8 1] sorted by selection sort.

i 0 1 2 3 4
i 1, 2,3,4,5 23,45 3,45 4,5
least 00 4 1 2 34

015 1 1 1 1
1 ]2 2 ><| 2 2 2
213 3 3 >3 3
318 8 8 8 :><: 5
4 11 5 5 5 8

where the function swap () exchanges elements data[least] and data[i] (see
the end of Section 1.2). Note that 1east is not the smallest element but its position.
The analysis of the performance of the function selectionsort () is simpli-
tied by the presence of two for loops with lower and upper bounds. The outer loop
executes n — 1 times, and for each i between 0 and n — 2, the inner loop iterates j =
(n — 1) — i times. Because comparisons of keys are done in the inner loop, there are

nin—1) _

5 o(n?)

n—2
Sn—1—i)=(n—-1)+-- - +1=
i=0
comparisons. This number stays the same for all cases. There can be some savings only
in the number of swaps. Note that if the assignment in the i £ statement is executed,
only the index j is moved, not the item located currently at position j. Array elements
are swapped unconditionally in the outer loop as many times as this loop executes,
which is n-1. Thus, in all cases, items are moved the same number of times, 3(n—1).
The best thing about this sort is the required number of assignments, which
can hardly be beaten by any other algorithm. However, it might seem somewhat
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unsatisfactory that the total number of exchanges, 3(n—1), is the same for all cases.
Obviously, no exchange is needed if an item is in its final position. The algorithm
disregards that and swaps such an item with itself, making three redundant moves.
The problem can be alleviated by making swap () a conditional operation. The con-
dition preceding the swap () should indicate that no item less than data [least]

has been found among elements data [i+1], ..., data[n—1]. The last line of
selectionsort () might be replaced by the lines:

if (datali] != datalleast])
swap (datalleast], datalil);

This increases the number of array element comparisons by n—1, but this in-
crease can be avoided by noting that there is no need to compare items. We proceed
as we did in the case of the if statement of selectionsort () by comparing the
indexes and not the items. The last line of selectionsort () can be replaced by:

if (1 != least)
swap (datal[least], datalil);

Is such an improvement worth the price of introducing a new condition in the pro-
cedure and adding n—1 index comparisons as a consequence? It depends on what types
of elements are being sorted. If the elements are numbers or characters, then interpos-
ing a new condition to avoid execution of redundant swaps gains little in efficiency. But
if the elements in data are large compound entities such as arrays or structures, then
one swap (which requires three assignments) may take the same amount of time as,
say, 100 index comparisons, and using a conditional swap () is recommended.

9.1.3 Bubble Sort

A bubble sort can be best understood if the array to be sorted is envisaged as a verti-
cal column whose smallest elements are at the top and whose largest elements are at
the bottom. The array is scanned from the bottom up, and two adjacent elements are
interchanged if they are found to be out of order with respect to each other. First,
items data[n-1] and data[n-2] are compared and swapped if they are out of
order. Next, data [n-2] and data [n-3] are compared, and their order is changed
if necessary, and so on up to data [1] and data [0]. In this way, the smallest ele-
ment is bubbled up to the top of the array.

However, this is only the first pass through the array. The array is scanned again
comparing consecutive items and interchanging them when needed, but this time,
the last comparison is done for data[2] and data [1] because the smallest ele-
ment is already in its proper position, namely, position 0. The second pass bubbles
the second smallest element of the array up to the second position, position 1. The
procedure continues until the last pass when only one comparison, data [n-11 with
data [n-2], and possibly one interchange are performed.

A pseudocode of the algorithm is as follows:

bubblesort (datal],n)
for i = 0fon—2
for j = n-1downtoi+1
swap elements in positions j and j-1 if they are out of order;
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Figure 9.3 illustrates the changes performed in the integer array [5 2 3 8 1] during
the execution of bubblesort (). Here is an implementation of bubble sort:

template<class T>
void bubblesort (T datall, int n)
for (int 1 = 0; 1 < n-1; i++)
for (int j = n-1; j > i; --3)
if (datal[j] < datalj-11)
swap (data[j],datalj-11);

FIGURE 9.3 The array [5 2 3 8 1] sorted by bubble sort.

i 0 1 2 3 4
3 4 3 2 1 0432 143 2 43
0|5 5 5 5 1 1 1
| O | | | | | _><:_ | |
112 2 2 :><: 1 5 :><: 2 2
318 ><: 1 3 3 3 3 5
411 8 8 8 8 8 8

The number of comparisons is the same in each case (best, average, and worst)
and equals the total number of iterations of the inner £or loop

nin—1)

g(n—l—i)zTZO(nz)

comparisons. This formula also computes the number of swaps in the worst case
when the array is in reverse order. In this case, 3 ﬂnz—_ll moves have to be made.

The best case, when all elements are already ordered, requires no swaps. To find
the number of moves in the average case, note that if an i-cell array is in random
order, then the number of swaps can be any number between zero and i—1; that is,
there can be either no swap at all (all items are in ascending order), one swap, two
swaps, . . ., or i—1 swaps. The array processed by the inner for loop isdatal[il],...,
data [n-11], and the number of swaps in this subarray—if its elements are randomly
ordered—is either zero, one, two, . . ., or n—1—1. After averaging the sum of all these
possible numbers of swaps by the number of these possibilities, the average number
of swaps is obtained, which is

O+1+2+---+(mn—1—i) n—i—1
n—i 2

If all these averages for all the subarrays processed by bubblesort () are added (that
is, if such figures are summed over all iterations i of the outer for loop), the result is
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11’1—2 1?1—2
=—>>n—-1)—=>i
2150 2,-20

swaps, which is equal to %n(n— 1) moves.

The main disadvantage of bubble sort is that it painstakingly bubbles items step
by step up toward the top of the array. It looks at two adjacent array elements at a
time and swaps them if they are not in order. If an element has to be moved from the
bottom to the top, it is exchanged with every element in the array. It does not skip
them as selection sort did. In addition, the algorithm concentrates only on the item
that is being bubbled up. Therefore, all elements that distort the order are moved,
even those that are already in their final positions (see numbers 2 and 3 in Figure 9.3,
the situation analogous to that in insertion sort).

What is bubble sort’s performance in comparison to insertion and selection
sort? In the average case, bubble sort makes approximately twice as many compari-
sons and the same number of moves as insertion sort, as many comparisons as selec-
tion sort, and n times more moves than selection sort.

It could be said that insertion sort is twice as fast as bubble sort. In fact it is, but
this fact does not immediately follow from the performance estimates. The point is
that when determining a formula for the number of comparisons, only comparisons
of data items have been included. The actual implementation for each algorithm in-
volves more than just that. In bubblesort (), for example, there are two loops, both
of which compare indexes: i and n—1 in the first loop, j and i in the second. All in
all, there are M”Z—_ll such comparisons, and this number should not be treated too
lightly. It becomes negligible if the data items are large structures. But if data con-
sists of integers, then comparing the data takes a similar amount of time as compar-
ing indexes. A more thorough treatment of the problem of efficiency should focus on
more than just data comparison and exchange. It should also include the overhead
necessary for implementation of the algorithm.

An apparent improvement of bubble sort is obtained by adding a flag to discon-
tinue processing after a pass in which no swap was performed:

template<class T>
void bubblesort2 (T datal[], const int n) {
bool again = true;
for (int i = 0; i < n-1 && again; i++)
for (int j = n-1, again = false; j > i; --3)
if (dataljl < datalj-11) {
swap (data[j],datalj-1]1);
again = true;

}

The improvement, however, is insignificant because in the worst case the im-
proved bubble sort behaves just as the original one. The worst case for the number
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of comparisons is when the largest element is at the very beginning of data before
sorting starts because this element can be moved only by one position in each
pass. There are (n — 1)! such worst cases in an array in which all elements are
different. The cases, when the second largest element is at the beginning or the
largest element is in the second position, and there are also (n — 1)! such cases,
are just as bad (only one fewer pass would be needed than in the worst case). The
cases when the third largest element is in the first position are not far behind, etc.
Therefore, very seldom the flag again fulfills its duty and very often — because
an additional variable has to be maintained by bubblesort2 () - the improved
version is even slower than bubblesort (). Therefore, by itself, bubblesort2 ()
is not an interesting modification of bubble sort. But comb sort, which builds on
bubblesort2 (), certainly is.



