
 

 

DSC 06: Probability for Computing 

Guidelines 

 

Unit Topic Reference 

Table of Content Book 

1. Basic Probability: Introduction to the notion of 

probability, Random experiment, Sample space 

and Events, Probability defined on events, 

Algebra of events. Conditional probabilities, 

independent events, Bayes’ theorem. 

1.1 

1.2 

1.3 

1.4 

1.5 

1.6 

[1] 

2. Random Variables: Introduction to Random 

Variables, Probability mass/density functions, 

Cumulative distribution functions. Discrete 

Random Variables (Bernoulli, Binomial, Poisson, 

Multinomial and Geometric). Continuous 

Random Variables (Uniform, Exponential and 

Normal). Expectation of a Random Variable, 

Expectation of Function of a Random Variable 

and Variance. Markov inequality, Chebyshev’s 

inequality, Central Limit Theorem, Weak and 

Strong Laws of Large Numbers. 

2.1 

2.2 

2.3 (Excluding 2.3.3) 

2.4  

2.8 

[1] 

3. Joint Distributions: Jointly distributed Random 

Variables, Joint distribution functions, 

Independent Random Variables, Covariance of 

Random Variables, Correlation Coefficients, 

Conditional Expectation. 

2.5.1 

2.5.2 

2.5.3 

3.1 

3.2 

3.3 

3.4 

 

4. Markov Chain and Information Theory: 

Introduction to Stochastic Processes, Chapman–

Kolmogorov equations, Classification of states, 

Limiting and Stationary Probabilities. Random 

Number Generation, Pseudo Random Numbers, 

Inverse Transformation Method, Rejection 

Method, Uncertainty, Information and Entropy, 

Mutual Information, KL Divergence. 

4.1 

4.2 

4.3 

(Till example 4.17) 

4.4 

(Till example 4.22) 
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 Practical List 

The goal of this lab is to develop data interpretation skills. Following exercises are designed to 

enable students to understand data characteristics either by visualization or by interpreting 

computed measures. All the exercises are to be completed using MS Excel functions and 

graphs. At the end of each exercise, the student should be able to draw a conclusion and state 

in a concise manner. Teachers are expected to guide students to obtain real data available 

through the internet for the following exercises. 

1. Plotting and fitting of Binomial distribution and graphical representation of probabilities. 

2. Plotting and fitting of Multinomial distribution and graphical representation of 

probabilities. 

3. Plotting and fitting of Poisson distribution and graphical representation of probabilities. 

4. Plotting and fitting of Geometric distribution and graphical representation of 

probabilities. 

5. Plotting and fitting of Uniform distribution and graphical representation of probabilities. 

6. Plotting and fitting of Exponential distribution and graphical representation of 

probabilities. 

7. Plotting and fitting of Normal distribution and graphical representation of probabilities. 

8. Calculation of cumulative distribution functions for Exponential and Normal distribution. 

9. Given data from two distributions, find the distance between the distributions. 

10. Application problems based on the Binomial distribution. 

11. Application problems based on the Poisson distribution. 

12. Application problems based on the Normal distribution. 

13. Presentation of bivariate data through scatter-plot diagrams and calculations of 

covariance. 

14. Calculation of Karl Pearson’s correlation coefficients. 

15. To find the correlation coefficient for a bivariate frequency distribution. 

16. Generating Random numbers from discrete (Bernoulli, Binomial, Poisson) distributions. 

17. Generating Random numbers from continuous (Uniform, Normal) distributions. 



 

 

18. Find the entropy from the given data set. 

 

 

  

  


